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Summary

Search engines and retrieval systems are popular toolsfatszience desktop. The man-
ual inspection of hundreds of database entries, that readifé¢ science concept or fact, is
a time intensive daily work. Hereby, not the number of quesuits matters, but the rele-
vance does. In this paper, we present the LAILAPS searcmetfigi life science databases.
The concept is to combine a novel feature model for relevaatking, a machine learning
approach to model user relevance pro les, ranking imprasmeinby user feedback tracking
and an intuitive and slim web user interface, that estimaievance rank by tracking user
interactions. Queries are formulated as simple keywotsl #ad will be expanded by syn-
onyms. Supporting a exible text index and a simple data imparmat, LAILAPS can
easily be used both as search engine for comprehensivedtaddife science databases
and for small in-house project databases.

With a set of features, extracted from each database hitmbowtion with user relevance
preferences, a neural network predicts user speci ¢ relevacores. Using expert knowl-
edge as training data for a prede ned neural network or uss&ys own relevance training
sets, a reliable relevance ranking of database hits hasitmpdemented.

In this paper, we present the LAILAPS system, the concepisctimarks and use cases.
LAILAPS is public available for SWISSPROT data at

http://lailaps.ipk-gatersleben.de

1 Introduction

"Finding information in the WWW is not much of a challengestihead for Google or Entrez
and get the related web page or database entry.” This issubecheard frequently talking
to biologist, who search information about a certain bigtagobject [l]. However, nding
reliable information about the function of a protein or segkthe protein that is involved in a
certain activity in the cell cycle, is much more challengi@ne has the choice of about 1,100
life science databases and billions of database rec@fd&yen if one reduces the number of
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Figure 1: Search Engines in Life Science — the screenshotsast examples of popular search en-
gines, to investigate protein function: Google, Entrez, UiProt and KEGG.

databases and records using database integration systenp®waerful query systems, there
are still too many results for a simple query likar§inase ” - an enzyme involved in the
urea cycle. As shown in Figurk one gets 6322 hits in NCBI Entrez Protein databases, 3099
in Uniprot, and 527 in KEGG GENES (data from October 2009).

Intuitively, the rst choice are web search engines. Wek s&nking techniques order query
hits by relevance. But, trying to apply ranking methods thate developed to rank natural
language text or WWW-sites to life science content and @eted is questionabl&][ For
example, the top ranked Google hit faryjinase ”is a Wikipedia page. This is because the
page is referenced by a high number of web-pages or Googtgasisa manual de ned priority
rank. Here, the hypothesis i&:high hyperlink in-degree of a page means high popularity an
high popularity means high relevance

In order to nd scienti ¢ relevant database entries, scigtstneed strong scienti ¢ evidence
in relation to the speci c research eld. A dentist has otlietevance criteria than a plant
biologist or a patent agent. The intuitive and commonly usay at the scientist's desktop is
guery re nement. Criteria like who published, in which joat, for which organism, evidence
scores, surrounding keywords etc. matter. Even completelsguides, e.g. for dentists were
published #].

Other ranking algorithms use Term Frequency - Inverse Deturirrequency (TF-IDF) as
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ranking criteria. Apache-Lucehés a popular implementation of this concept and is freqyentl
used in bioinformatics, like LuceGene from the GMOD projadt which is used for the EBI
‘google’ like search frontend EBeye. The TF-IDF approachksavell, but misses the semantic
context between the database entries and the query.

Another approach is the probabilistic relevancy rankiély \vhereas probabilistic values for
the relevance of database elds and word combinations habe prede ned. In combination
with a user feedback system, the probabilistic approactvsipopomising ranking performance

[7].

Semantic search engines use methods from natural languaggsping and dictionaries to pre-
dict the semantic most similar database entries. Such ptunadesearch strategies, implemented
in GoPubMed 8] or ProMiner B], are frequently used algorithms in text mining projects.

The combination and abstraction of the mentioned relevardieators motivated the devel-
opment of a feature model for life science databases, a asdbéck system and a machine
learning ranking engine. The feature model was abstracted dynamic (query dependent)
and static (database dependent) relevance propertiese Tineperties were derived from a
study of human ranking behavior in life science labs. Furtiuee, a feedback module collects
user implicit and explicit relevance ratings as input foriacremental collection of training
data. Finally, user speci c neural networks are trained ased for scoring the relevance of
database entries in the context of the authenticated usesesrgroup. These concepts are
implemented in form of the LAILAPS search engine.

2 LAILAPS Method for Relevance Ranking

Nearly every search engine, including LAILAPS, incorpesaa scoring or ranking function to
calculate a relevance for an entry. The central LAILAPS Higpsis is, that the relevance score
is context-dependent and the absolute rank position careteerdined by sorting the relative
scores. We apply information theory and postulate, thareélevance of a database entry is
dependent from two factors: it®ntentand itsinterpretationby the search engine user. For the
rst factor we found that the relevance decision is based small number of core properties
of the content. These core properties are used to deducdurgfenodel, that expresses all
important properties of a database entry as feature vedtoe factor user interpretation is
realized by LAILAPS in form of a feedback system and hand aataeference sets of relevant
rated database entries. Both factors are used for the gcalgorithm. The algorithm uses
arti cial neural networks as method to estimate the releeascore of a database entry based
on these factors.

2.1 LAILAPS Feature Model

A relevance scoring function for life science databasesgbkly dependent on the underlying
data. In contrast to full text data like PubMed or even tiaddl web sites, a database entry in
a life science database is

http://lucene.apache.org
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structured and split into blocks (e.g. attributes, eg)t
enriched by metadata (e.g. name of an attribute, qualitymation),

a compressed excerpt of a fact and

p w0 DdpPRE

a mix of pure values and natural language data text (egchsbmetric biochemical
reaction vs. function description).

This properties lead to the conclusion, that classicalirgniiethods miss important properties
and are suboptimal for life science database entries. Qoesdly, we had to de ne our own
set of features, that combines traditional and life scietatabase speci c ones. Motivated by
the observation of user behavior during search enginetriesylection, we introduced a set of
9 featured, presented in tablé. These features are intuitively used by scientists, whe Yori

feature description

F, attribute in which attribute the query
term was found

F, database to which database the found
entry is included

Fs frequency the frequency of all query
terms in the entry and at-
tribute

F, coocurence express how close and in
which order the query term
were found

Fs keyword gives information, if good or

bad keyword are present near
to the query terms

Fs organism to which organism the
databse entry relates to

F; sequence length the length of the sequence de-
scribed by the database entry

Fg text position which portion of the attribute
is covered by the query term
Fg synonym gives information if the hit

was produced by an auto-
matic synonym expansion

Table 1: Overview of the LAILAPS feature set

screen database entries for potential relevance. Therésadme both suf cient to estimate the
potential relevance, and computationaly ef ciently daeterable.

2.2 The Ranking Method

Based on these features, we de ned a function for each featur
((T;D;A fPg)! 1 jf 2 Fq it F (1)
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Where,T is the query term hitD is the database hig is the attribute hit anflP g is the set of
matched positions for the query term in the database entry.

Hence, these functions compute for each database entryewahkast one query term or syn-

onym matches, scalar valuks; :::;! 4. The nal step is a ranking function, which computes
a relevance scorefrom a vector+ of the 9 feature values:
rank ((! 1;:::;19)) ! (2)

These relevance scores can be ordered such as

1< 2) 1islessrelevant than 3)

The nal relevance ranking is the order of all relevance ssor

(15075, n)J8 ¢ n 1< 4)

The functionrank constitutes a regression problem. We have to map a vectoieait@res to a
scalar, continuous relevance score. Such problems aredsbivmachine learning approaches.
In particular, supervised method perform well for text moisystemsJ0]. We found that
arti cial neural netwoks show best performance for our esgion problem1[1]. Using a set of
training data, we trained a feed-forward neural networkwiheurons at the input and 7-4 in
the hidden layer (see Figug.

Figure 2: neural network for relevance ranking — the used newal network predict for a vector +
of 9 feature values the relevance of the database entry.

Our industrial and academic partners provided a set of pet@bolic queries with 1089 man-
ualy relevance ranked database records (see Pablenis reference ranking list was separated
into three con dence classes: high, medium and low. Witlséhdata, a neural network for
plant metabolism was trained.



Journal of Integrative Bioinformatics 2009 http://journal.imbio.de/

Query Text Size Category
Split-Up
(hi/me/lo)
industrial use case 1 20 6/4/10
"pinene synthase” 18 10/3/5
industrial use case 2 39 8/13/18
industrial use case 3 64 14/32/18
"gamma tocopherol methyltransferase” 38 21/9/8
"ent-kaurene synthase” 65 17/38/10
"chlorophyll synthase” 77 17/541/6
industrial use case 4 134 35/68/31
"cinnamyl-alcohol dehydrogenase” 214 45/36/133
industrial use case 5 17 3/4/10
"dihydrokaempferol 4-reductase” 65 9/29/27
"|-ascorbate peroxidase” 100 69/12/19
"morphine 6-dehydrogenase” 35 2/15/18
"zeaxanthin epoxidase” 51 21/2/28
"sgqualene monooxygenase” 84 24/30/30
"acetoacetyl-coa synthetase” 68 14/36/18

Table 2: Overview of the training data set.

To train the network, we split up the training data into 80%tfaining and 20% for testing and
used 500 training epochs. These parameters were estimatathimizing the mean squared
error over the training set:
= 0 (i i)“] n = size of training set ;"= manual score; = predictes score (5)
i=1
In each epoch the change ofwas checked. After 500 epochs, no signi cant decrease was
found and the nal mean square error Wa83[11].

2.3 Implementation of LAILAPS

LAILAPS was developed as a 3-tier web application using Aedatapestryas web application-
framework, ORACLE as database backend and a JAVA-impleadenainking logic featured by
the Java Object Oriented Neural Engine (JOONENe backend database stores the loaded life
science databases in an entity-attribute-value (EAVZ) fdapted database schema. This ex-
ible concept enables the import of RFC-compatible CSV-fattent exports from life science
databases, whereas each row comprise a database recots @sldrnns the elds (see Figure
3).

For the imported databases, an inverse text index is compung synonyms are loaded. In the
public available system, we provide protein synonyms ex¢from UNIPROT/SWISSPROT
[13] and BRENDA [L4]. The ranking logic

2http://tapestry.apache.org
Shttp://www.jooneworld.com/
“http://tools.ietf.org/html/rfc4180
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Figure 3: Database import format for LAILAPS — the Excel-screenshot shows a snapshot of a
CSV-formatted SWISSPROT export. Each row represents one dabase entry. The columns are
the elds. The rstrow contains all eld names.

1. computes all matched positions per database entry,

2. extracts for each database entry an n-dimensional &eaegtor with 9 basis feature
classes and

3. predicts a relevance probability using user speci ¢ aknetworks, which maps the fea-
ture vectors to the users speci c relevance score.

Since the ranking pro le is computed in context of the autieated user, a valid user login is
recommended. Otherwise, a default context with a pre-dameural network is used.

The relevance ordered query hits are assigned to the rapkinig and rendered by the mid-
dleware into a number of web pages (see Fighird he embedded feedback system provides a
tool for the user to rate the relevance of a particular dataleatry. The ratings are stored in the
database backend and used to accumulate user trainingitiata AILAPS feedback systemis
transparently embedded into the result browser. By opehimdatabase detail browser, AJAX
code is injected into the original data HTML presentatiohjck is for example, provided by
the SRS@EBI data retrieval systeb]. This code collects the user rating of the database
entry and trackes user interactions. This feedback is wsedrich the original training data in
the related ranking pro le.

3 Results and Discussion

Searching scienti ¢ databases effectively necessitdtesise of contemporary software to lo-
cate desired and meaningful information according to thlegsuscienti ¢ or project priorities.
However, the combination of relevance ranking and life moéedata retrieval is still missing
in life science information systems. LAILAPS lIs this gama provides a search engine for
integrated or single instance life science databases irb@ation with an ef cient ranking
system.

We have evaluated the relevance prediction using the staintizasures for precisidr, recall
Re andF; score:

TP TP 2 Pr Re

Pr= —— - = - @@ - =
"TTP+FP’ C TP+FN' '  Pr+Re

As mentioned, we have used a curated reference set of plaabatie queries. In order to de-
cide whether a database entry has been correctly ranked,avédo not consider its concrete

5Asynchronous JavaScript and XML
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Figure 4: LAILAPS view of an example query session — The four bowser windows represent the
common query work ow of LAILAPS. Start screen with an option al login to load a customized
ranking pro le (I). The query might be speci ed as a single word, combination of words delimited
by a whitespace or quoted phrases. The ranked query result ipresented as a list of relevance
sorted database accessions (ll), with a short hit descriptin, the evidence value, the hyper link to
the original data source and a link to the scoring statisticsn window (111). The exploration of hits

is supported by a detail browser and feedback system (IV). Té original data is displayed and the
user might rank the relevance of the hit for later training of the user ranking pro le.

ranking position. Because of combinatorial explosionoman curators it is nearly impossi-
ble to nd a correct relevance order among hundreds of databatries. Rather, the knowledge
guality of a certain database entry is crucial. Consequeh# database entries were classi ed
into three con dence classes: "HIGH”, "MEDIUM” and "LOW”. fie "HIGH”"-class comprises
the top entries with proven and reliable knowledge. ThesclsEDIUM” includes all those,
that could be interesting but are uncertain. The class "LOWludes all data, that has insuf-
cient knowledge value or bad quglity ir%dicators. For eaa;paw, tl'laose classes form sub sets
ofaqueryresulRsuchakR = Ry Ry R_,whereaRy Ry R_ = ;. Eachsetforms
a continuous window in the list of results. E.g., for a quesgult of 100 database entries, the
window for Ry ranges from position 1-2®), from position 21-80, an&®_ from 81-100.

In order to evaluate the LAILAPS rankings, we have to comalst of relevance ordered
database entries with the con dence classes of the referseic We can't compare absolute
ranking positions, because the elements in the con deressek have no order. But we can
say in which range (window) of rank positions a LAILAPS radlentry should be, to fall into
a certain con dence class. This consideration is used tmdédhe true positives (TP), false
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positives (FP) and false negatives (FN):

error type LAILAPS benchmark semantics
true positive (TP) | the rank position is in the same window as in the reference [set
false positive (FP) | the rank position is in a different window as in the refereset
false negative (FN) the database entry was not found by LAILAPS

Table 3: De nition of evaluation error types.

For example, for one use case the curators sorted 20 emteethe class "HIGH”. 18 of the
top 20 LAILAPS ranked result are in the winddRy, . In this case, the precision{% =0:9.

Because all database entries of the reference set were byubdILAPS, the recall isRe =
100% This is because the text indexing is the basis for matchusgygterms. The text index
uses a tokenizer, that decomposes text into words. LAILARStie same text decomposition
rules and the same databases as the reference retrievainsysFurthermore, no synonym
expansion of query terms was used. Thus, the hits of thearetersystems could be reproduced
by LAILAPS and no false negative hits exits.

The overall benchmarking result of 16 queries is shown iuf&§. The average recall, preci-

Figure 5: LAILAPS recall for use case queries

sion andrF; values are shown in Table

con dence class precision| recall | F;
"HIGH”" s 62% 100%| 76
"MEDIUM” ~ "HIGH” 81% 100% | 90

Table 4: Evaluation of LAILAPS relevance ranking results.

In average we achieve a better precision than existing Iseagines 3]. Training and bench-
mark data for the non-industrial use cases are availabledpyest to the authors.
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The training data were collected in the application scenafiplant research and queries for
protein functions. In order to bring LAILAPS to a broad conmity, we provide a public in-
stallation of the LAILAPS search engine. This will help toprove performance and to include
more user domain speci c ranking pro les. Because of lirdittatabase and project resources,
the public, non-commercial version is restricted to SWIRSF data. A comprehensive set of
databases is available for registered users on reques tuthors.

LAILAPS combines a clean, powerful and easy to use human otenjnterface with a ma-
chine learning based, context sensitive ranking systeoconiiprises a search engine with a self
trained neural network ranking system, which brings a nealityjuand determinism into the
scienti ¢ knowledge exploration.
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